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WORD CLOUD NLP

SCOPE

• Concept extraction: free text -> UMLS CUIs
• Real-time (650 documents/sec on 500 CPUs)
• 725,000 new documents/day

• All historical and new documents in the HDR (Health Data 
Repository)

• 4.4M patients, with data back to 1995
• For each patient, create list of all concepts documented, with 

individual documents and relative timestamps

Please contact the author at Dario.Giuse@vumc.org

NLP Features

• Concept recognizer: uses 12,800 UMLS CUIs (good SNOMED 
coverage)

• Which concepts were documented positively for this patient in this 
document?

• Fully general (not task-specific NLP)
• 16,500 rules (of which 7,500 are manually created)
• Handles negation, uncertainty, Family History, differential 

diagnosis, literature/population statements
• Uses validation set of 46,000 documents for regression testing 

(full regression test takes 1 min 48 sec)

AVAILABLE DATA

• All concepts for all patients, with timestamps
• Pairwise correlations of any two concepts in the entire population
• All data is sent daily to the Microsoft Azure cloud – can be combined with RD/SD, administrative, etc.
• Data exported to Epic / eStar for decision support:
• Implanted Cardiac Devices and positive blood cultures
• Oncology-related radiology incidental findings
• Suicide prevention

AVAILABLE DATA

• All concepts for all patients, with references to individual documents and timestamps
• Pairwise correlations of any two concepts in the entire population
• All data is sent daily to the Microsoft Azure cloud – can be combined with RD/SD, administrative data, etc.
• Data exported to Epic / eStar for decision support:
• Implanted Cardiac Devices and positive blood cultures
• Oncology-related radiology incidental findings
• Suicide prevention
• Pediatric Epilepsy


