
Assessment of Machine Learning Models 
in Patients with Diabetes

Background
• Diabetes is a widely spread (34.2 M, 10.5%) chronic disease, and repeating hospitalizations are associated with health 

care quality and cost
• In order to deploy targeted interventions for readmission reduction, it is critical to identify patients at 

greater risk and develop accurate predictive models
• Public diabetes dataset from 130 hospitals in US represents 10 years period (1999–2008)
• The dataset was downloaded from 

http://archive.ics.uci.edu/ml/datasets/Diabetes+130-US+hospitals+for+years+1999-2008#
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Study Methods and Design

• After Preprocess, the dataset had 69,990 encounter records and 40 data variables which was then randomly split in a 7:3 
ratio  into a training and a testing subsets

• Outcome: 30-day readmission (9%, imbalanced class distribution) and 39 potential predictors
• Feature Analysis was done in the training set by Logistic Regression Model (LR) and Validation in testing set
• Numerous Sampling methods and three machine learning models were examined using LR, Artificial Neural Network 

(ANN), and EasyEnsemble (EE) 
• Evaluation Metrics included F1 statistics, Sensitivity, Positive Predictive Value (PPV)



The Most Influential Features
Figure 2. Identification of 14 most influential data features based on LR Model

Table 3. Validation of selected data features in the testing data set



Table 4. Assessment of Three Machine Learning Models 



Table 5. Readmission Prediction with Selected Features

Conclusions
• Identified fourteen most influential data 

features
• with three machine learning models  
• traditional models (LR and EE) performed better in 

predicting readmission than ANN

• Continuous improvement relies on 
• better prepared data source  and more clinical 

variables
• optimizing models 
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